Oticon More™
clinical evidence

ABSTRACT
This whitepaper presents the results of four research studies carried out with Oticon More™. Clinical evidence to support Oticon More’s BrainHearing™ benefits of helping the brain to orient, focus and recognize are provided.

Using a novel analysis method of brain responses measured via electroencephalography (EEG), we show that the MoreSound Intelligence™ (MSI) feature in More leads to a clearer representation of the full sound scene in the brain, as well as clearer sounds in the foreground and better focus on the sounds of interest, surpassing what is achieved with Oticon Opn S™.

Such improvements translate into a better ability to understand the talker in focus in multi-talker situations in both simple and complex environments when using More. Measures of speech understanding in noise and memory recall also show significantly improved speech recognition and long-term memory recall with More compared to Opn S, demonstrating further benefits of More for cognition, with more successful and less effortful listening.
Making sense of sound - Evidence at three levels

Making sense of sound requires our sensory, cognitive, and social skills to constantly work together, so that we can decide about our actions, communicate with others, and react to what is happening around us (Pichora-Fuller et al., 2017; Meyer et al., 2016). Hearing loss challenges this fine balance of skills due to changes in the sensory input received by the brain. The restoration of this sensory input with hearing aids should ideally restore the neural activity patterns sent to the brain (Lesica, 2018), so that cognitive resources are not fully dedicated to effortful processing of a degraded neural code, but remain available for other important functions such as storing what was heard in memory (Rönnberg et al., 2013). Recent research findings investigating processing stages in the auditory cortex (O’Sullivan et al., 2019; Hausfeld et al., 2018; Puvvada & Simon, 2017) have shown that the brain first represents all elements of the incoming sound scene in primary-like cortical areas (Figure 1, point A) and creates contrast between sounds that carry information, referred to here as the foreground of the sound scene, and sounds that don’t in the background (Figure 1, point B). It can then use selective attention to focus on specific foreground sounds of interest that become enhanced compared to non-attended sounds in higher-order cortical areas (Figure 1, point C). Based on these new scientific insights (for more details, see Man & Ng, 2020), the audiology of Oticon More is designed to process sound in a way that provides the brain better access to the full sound scene, to make important sounds in the foreground stand out from the background, and to amplify this balanced sound scene in detail, so that the user can better focus on the sounds of interest, and thus better understand and remember them (Santurette & Behrens, 2020). Such clinical benefits of Oticon More were investigated in four studies described below, covering three essential levels of brain processing, hereafter referred to as orient, focus, and recognize (see Figure 1):

- **Brain responses (EEG):** Brain representations of sound in the auditory cortex when using Oticon More were investigated with electroencephalography (EEG) to test how clear the full sound scene and sounds in the foreground were in early cortical processing stages (orient), and how clear individual sounds were in higher-order processing stages (focus);
- **Ability to understand speech in focus:** The ability to understand the talker in focus when several people speak at the same time was investigated in both a simple and a complex listening environment with Oticon More;
- **Speech understanding in noise:** A standard speech-in-noise test was carried out to compare speech understanding performance when using Oticon More and Oticon Opn S;
- **Memory recall:** A dual-task paradigm was used to study how well listeners could remember speech with Oticon More compared to Oticon Opn S.

![Figure 1. Four objective and subjective outcomes were used to investigate three levels of brain processing of sound.](image-url)
Brain responses (EEG)

When we talk about “paying attention”, our first instinct is that somewhere somehow the object of interest (for instance a given sound) has to be more “apparent” to us compared to everything else – as if an internal hierarchy exists in our minds, ranking everything according to how relevant the different elements of a scene are to our current goals. This can certainly be achieved in many tasks, for example an artist being fully absorbed in their work, shutting out distractions to dedicate their focus to their craft. This seems rather intuitive to think about and is generally achieved with ease in our everyday lives. We also know that, as hearing loss degrades the fidelity of the auditory signal, it poses a significant challenge for a person with hearing loss to apply selective attention (Shinn-Cunningham & Best, 2008).

A previous study investigated how OpenSound Navigator™ (OSN) in Oticon Opn S helped with selective attention by measuring neural representations of speech via EEG (Alickovic et al., 2020; Ng & Man, 2019). However, recent research has pointed towards a hierarchical processing of sounds, i.e., with different stages, during selective attention (O’Sullivan et al, 2019; Puvvada & Simon, 2017). From there, we now know that the brain uses a multistage process, that can be described as orient and focus, where the fidelity of one stage influences the ease of the following (see Man & Ng, 2020, for an overview). For this reason, to extend our findings on selective attention to a more detailed level, we used a new EEG analysis method to investigate how MoreSound Intelligence™ (MSI) in Oticon More affected these two critical orient and focus steps, using a similar setup to Ng & Man (2019), schematized in Figure 2.

Thirty-one experienced hearing aid users (mean age: 65.6 years) with stable, bilateral, sensorineural hearing loss ranging from mild to moderately-severe were recruited to perform this experiment. We compared brain responses obtained with MSI in More to the Opn S algorithm from our previous study, OSN. Our focus was therefore to find out how the two hearing aids compared to each other for the two steps, orient and focus, by analyzing early and late EEG responses, respectively. Where Ng and Man (2019) analysed only late (focus) responses to the talker in focus (chosen between F1 and F2 in Figure 2), the secondary talker (F2 or F1), and the background noise (B1 + B2 + B3 + B4), here we also investigated early (orient) responses to the full sound scene (F1 + F2 + B1 + B2 + B3 + B4) and to sounds in the foreground (F1 + F2). These two components in the orient stage of brain processing are critical as they provide the necessary details for the focus stage to then process the attended talker and the secondary talker.

![Figure 2. Foreground (F1, F2) and background (B1, B2, B3, B4) sounds in the EEG setup. F1 and F2 contained a male and a female talker reading excerpts from an audiobook, with each talker at 73 dB SPL. Each background sound was a 4-talker babble and the overall level of the background was 70 dB SPL.](image-url)
The results of the study are shown in Figure 3. We can start off by analyzing the two stages individually:

**Early EEG responses - Orient** (Figure 3, left panel): The full sound scene refers to the combination of all objects in the environment (Figure 2, F1 + F2 + B1 + B2 + B3 + B4), while the foreground refers to the combination of the two possible talkers which the listener may attend to (F1 + F2). These two are critical to the listening experience of the listener as the former contributes to the awareness of the listener in their environment while the latter affects their ability to switch attention. In Figure 3, it can be seen that the brain’s ability to track all the objects in the full sound scene, as measured by the strength of early EEG responses, improves by 60% with MSI enabled compared to disabled (p < 0.001). Importantly, MSI in More also allows 30% better access to the full sound scene compared to OSN in Opn S (p = 0.011). In the foreground, MSI improves the brain’s tracking of the 2 combined talkers by 45% and 20% compared to MSI off (p < 0.001) and OSN on (p = 0.024), respectively.

**Late EEG responses - Focus** (Figure 3, right panel): At this later stage, it is critical during communication for the listener to selectively attend to the talker in focus, whilst maintaining a low but acceptable level of tracking of the secondary talker to allow switching attention. This was demonstrated with MSI for the talker in focus, for which the strength of tracking in late EEG responses improved by 5% with MSI on compared to both MSI off (p = 0.044) and OSN on (p = 0.010). For the secondary talker, MSI improved the tracking by 30% compared to MSI off (p = 0.002).

To summarize these findings, MSI was shown to improve the brain’s ability to track the different objects in the user’s surrounding environment. This was demonstrated in both critical steps supporting the brain’s perception of sound - orient and focus.
Ability to understand speech in focus
Are the above improvements in the brain representation of speech with Oticon More also reflected in the behavioral performance of users in multi-talker situations? In order to test this, we measured the ability of users to understand one talker in focus in the presence of two competing talkers, using an adaptation of the competing digits test developed by Best et al. (2018). Just like in the EEG experiment described above, this test uses a speech-on-speech task that requires selectively attending to one of several simultaneous speech sources.

Thirty-four experienced hearing-aid users (mean age: 63 years), all with stable, sensorineural, bilateral hearing losses ranging from slight to moderately-severe (4-frequency pure-tone-average (PTA) range: 19-68 dB HL, mean: 40.3 dB HL), participated in the experiment. They were seated in the center of a loudspeaker array and listened to three simultaneous digit sequences spoken by different female talkers located at -30°, 0°, and +30° at a level of 65 dB SPL. Each sequence contained four digits in each trial and an acoustic location cue, spoken by a male voice at 0° just before the first digit, indicated which talker to focus on (“left”, “center”, or “right”). The task of the participants was to repeat only the four digits spoken by the talker in focus and ignore the digits spoken by the competing talkers. The task was performed in a complex environment, with 4-talker babble noise played from each of three loudspeakers at -100°, 180°, and +100° and with an overall level of 70 dB SPL, and in a simple environment without background noise. Each of the participants performed the task with both Opn S and More hearing aids fitted using the VAC+ rationale and the order of test conditions was randomized.

The left graph in Figure 4 shows the percentage of correctly identified digits for the talker in focus in the tested complex environment. For Oticon More, the results showed significantly higher recognition of the digits in focus when MSI was active compared to when it was inactive (p < 0.001), corresponding to a relative improvement of 15%. Performance with Oticon More and MSI on was also significantly higher than with Opn S and
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*Figure 4. Ability to understand the talker in focus in a complex (left graph) and simple (right graph) multi-talker environment for More and Opn S. Error bars show standard error of the mean.*
OSN on by 5% on average ($p = 0.014$). These behavioral results are consistent with the above EEG results showing increased brain representation of the talker in focus for MSI on vs off and for More vs Opn S with MSI and OSN on, respectively.

The right graph in Figure 4 shows the results in the same task in the tested simple environment. Without background noise, overall performance is higher than in the complex environment but remains significantly higher for More than for Opn S by 5% on average ($p = 0.025$). Such an improvement indicates that, combined together, the increased 24-channel resolution of the Polaris platform, the action of the MoreSound Amplifier (MSA), and the new Virtual Outer Ear in More provide a speech-on-speech benefit to users also in simple environments.

Taken together, these findings show that Oticon More improves the ability of users to understand the talker in focus both in simple and complex environments.

**Speech understanding in noise**

To investigate speech understanding improvements in Oticon More, a study was performed in Copenhagen, Denmark. Eighteen listeners with hearing loss within the 85-dB speaker level range were recruited, with an average age of 68.5 years (range 52-77 years). The listeners were recruited to perform the standardized Danish speech intelligibility in noise test, Dantale II (Wagener et al., 2003). The purpose of this test was to measure speech recognition in Opn S and More, where both the default fitting settings and personalized fitting settings were compared. These three fitting conditions corresponded to the default prescribed profile for OSN versus the default profile for MSI, and the two other conditions corresponded to personalized fittings providing either less or more help from the OSN and the MSI features in complex sound environments. In this way, evidence was gathered both for the most standard situation for hearing aid users, as well as for situations that required more complex and personalized settings.

In the test, matrix sentences in Danish were presented by a female speaker to the front ($0^\circ$) while masker signals consisting of an International Speech Test Signal ($22^\circ$) and three unmodulated signals ($+/ -112^\circ$ and $180^\circ$) were presented simultaneously. The test was performed adaptively towards a 70% correct speech recognition threshold (SRT). The speech was initially presented at 72 dB SPL and the maskers at 67 dB SPL.

Results are illustrated in Figure 5. They showed a significant difference for all conditions, where Oticon More improved the SRT significantly for the test participants. For the two default settings, the average SRT differences between More and Opn S was 1.2 dB ($p < 0.001$); for the personalized setting providing less help, the difference was 1.5 dB ($p < 0.001$); for the personalized setting providing more help, the difference was 0.7 dB ($p < 0.04$).

**Figure 5.** Speech reception thresholds (dB SNR) for More and Opn S for default fitting settings and personalized settings providing less or more help in complex environments. Error bars show standard error of the mean.
SRTs in dB signal-to-noise ratio (SNR) can be converted to speech understanding in percent by fitting the data to a psychometric function. According to Wagener et al. (2003), the slope for hearing-impaired listeners for the Dantale II test is 13.2%/dB, but this standard is based on an SRT of 50%, whereas this test was performed at 70%. Taking this difference into account, together with the minor variations in the noise type that was used in this test compared to the reference, a slope of 12%/dB was selected to make sure the conversion was ecologically reliable. Using this slope, Oticon More showed a 15% improved speech understanding compared to Opn S for the default setting that is most commonly prescribed in the clinics. For more help from OSN versus MSI, Oticon More showed an improvement of 8%, and for less help, an even higher speech understanding improvement – 18% – which shows that the fitting handles provided in the MSI feature facilitate better speech understanding even further when the sound environment gets more complex.

Memory recall
We have consistently demonstrated that our BrainHearing™ technology frees up cognitive resources and facilitates the cognitive processing of speech using a memory recall test, which is known as the Sentence-final Word Identification and Recall test (Ng et al., 2013). In our previous reports, we documented improvement in memory recall performance using Oticon Opn (Le Goff et al., 2016), Opn S (Juul Jensen, 2019), and Xceed (Ng & Skagerstrand, 2019) even when speech is highly intelligible. In this study, we investigated whether More would result in better recall performance compared to Opn S.

Twenty-five participants with mild to moderate hearing loss (with average 4-frequency PTA of 48.5 dB HL and average age of 58.8 years) were recruited. The test setup of the SWIR test used in this study was similar to that in our previous studies, where target speech came from the front and noise from the background. Please refer to the previous whitepapers for detail. In the test, the target sentences were from the Danish Hearing In Noise Test (Nielsen & Dau, 2011). The participants were asked to 1) repeat the last word after listening to each sentence, and after listening to a list of seven sentences, 2) recall, in any order, as many of the last words in the list as possible. Background noise, which was fixed at 70 dB SPL, was a 16-talker babble constructed by noise coming from four loudspeakers, each presenting a 4-talker babble. The presentation level for each participant was individualized, which is equivalent to 95% speech intelligibility using Opn S (the average presentation level was +7.0 dB SNR).

In Figure 6, the long-term and short-term memory recall results for Opn S and More are shown. The error bars indicate the standard error of the mean.

Figure 6. Long-term and short-term memory recall results for Opn S and More. Error bars show standard error of the mean.
Long-term recall (memory recall for the last words from sentences 1 and 2) and short-term recall (memory recall for the last words from sentences 6 and 7) were analyzed. Overall, More resulted in better long-term recall compared to Opn S (p < 0.05; see Figure 6). This corresponds to approximately 16% better long-term memory recall. Better recall from long-term memory is associated with more cognitive resources available for better encoding of speech into the memory. There was no difference in the short-term recall between More and Opn S.

In recent years, the number of studies investigating the topic of listening effort has been growing tremendously. In the literature, listening effort can be measured through functional brain imaging (e.g., EEG), reflected in physiological responses outside the brain (e.g., pupilometry), and frequently result in measurable differences in behavioral performance (e.g., memory recall) – see Peelle (2018) for a review. Our results show that More frees up more cognitive resources and hence improves recall performance, which can be interpreted as More reducing listening effort compared to Opn S.

Conclusion
The above studies provide evidence for the following BrainHearing benefits of Oticon More:

- The full sound scene is 60% clearer as it enters the brain with MoreSound Intelligence, an improvement of 30% compared to Oticon Opn S.
- The foreground passed on from the Orient to the Focus subsystems in the brain’s hearing center is clearer.
- The sounds in focus as well as secondary sounds of interest are stronger in the Focus subsystem, making it easier to focus and providing a better basis for switching focus.
- Speech understanding for the talker in focus in multitalker situations is improved in both complex and simple environments.
- Speech understanding in noise is further improved by 15% compared to Opn S.
- Oticon More leads to better recall for long-term memory than Opn S, indicating reduced listening effort for the user.
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